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INTRODUCTION
• This work focuses on unsupervised domain adaptation (UDA) 

segmentation task for medical images. We have pixel-wise labels on 
source domain images while no annotation is provided for target 
domain.

• One branch of approaches to UDA is extracting common features 
shared by different domains with on encoder[1,2], but this feature 
adaptation is coarse-grained. On the other hand, style translation 
methods [3] are alternative solutions, most of which are based on a 
complex CycleGAN[4] framework.

• We present a novel framework CISFA (Contrastive Image synthesis 
and Self-supervised Feature Adaptation). We simplify the 
translation path with patch-wise shape constraint, and utilize a 
novel contrastive loss for feature adaptation.
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Results
Table 1. Comparison between state-of-the-art methods and our CISFA 

on abdominal images, and the translation direction is CT->MRI

Methods

Fig 1. Overview of CISFA framework
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Fig 2. Illustration of patch-wise contrastive loss. The label masks are 
downsampled to the same resolution as each layer of feature maps 

and increase the weights for non-background patches

Table 2. Comparison between state-of-the-art methods and our CISFA 
on abdominal images, and the translation direction is MRI->CT

Table 3. Comparison on MMWHS 
dataset, MRI->CT 

Fig 4. Qualitative results on abdominal dataset, for the first two rows, 
MRI is target domain, and for the lower two, target domain is CT.

Fig 5. Examples of translated fake target 
domain images

Fig 3 Illustration of global contrastive loss between input images and 
the corresponding translated fake target images


